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ABSTRACT 
Recommendation system can help users to provide right items from large number of avalible items.recommender 

systems suggest items to users by using the techniques of Collaborative filtering based on historical data of items 

that users have rated. In this paper we present a novel collabroative filtering approach called NPC collabroative 

filtering for item i.e books recommendations with malicious feedback rating detection and prevention system. Goal 

of detection and prevention system is to detect the malicious feedback rating and avoid or adjust this malicious 

feedback rating.The experimental results shows that our approach achieves better accuracy than other competing 

approaches. 

KEYWORDS: Collaborative filtering, similarity measures, Recommender system, Feedback rating, Exponentially 

Weighted Moving Average. 

INTRODUCTION 
Recommender system can help user to solve the 

problem by providing them with personalized 

suggestions. There are different types of 

recommendation systems including content-based, 

collaborative and hybrid recommendation [2]. 

Collaborative filtering (CF) approaches are widely 

adopted for the recommender systems [1]. 

Collaborative filtering algorithms can be grouped into 

two classes: memory-based and model-based. Memory-

based collaborative filtering approaches are usually 

classified into user-based approaches item based 

approach and their combined approaches, Similarity 

measures have been discussed in several investigations 

in memory-based collaborative filtering approaches, the 

Pearson correlation coefficient (PCC) and the Normal 

Recovery approach (NR) are the two most popular 

approaches to measure the similarity [4]. It is difficult 

to ensure the true value of user feedback ratings 

because of the presence of malicious users. Malicious 

users could provide malicious feedback ratings to affect 

the measurement results for commercial benefit. The 

PCC does not properly handle the difference of vectors 

in different vector spaces [1]. In existing system [1] it 

does not deal with malicious feedback rating. Previous 

approaches fail to ensure the accuracy of feedback 

ratings [3].Users have different feedback rating styles. 

Different users often give different feedback ratings to 

the same item. For a reputation mechanism to be fair 

and objective, it is essential to measure reputation on 

the basis of fair and objective feedback ratings. 

MATERIALS AND METHODS 
To build recommender system with detection and 

prevention of malicious feedback rating, we have 

design new item-similarity and user-similarity using 

similarity measure. Then create clusters of that similar 

items and users using k-nearest neighbour clustering 

methods. Then NPCF recommendation is used to 

generate recommendation and then given to users. After 

that users will give feedback rating. Then detect the 

malicious feedback rating. Then feedback similarity 

computation is performed. After detecting malicious 

user prevent user means block that user. Then get the 

adjusted rating and update the database. On the basis of 

that updated data recommendation is generated. 
Compared with the previous work, we propose a new 

similarity measurement approach and a novel 

collaborative filtering approach, named NPCCF.The 

contributions of this paper can be summarized as 

follows: 

 We design a new user and item based 

similarity measure for memory-based 

collaborative filtering. 
 We propose a new collaborative filtering 

approach, which significantly improves the 

recommendation performance compared with 

the other well-known approaches. 
 We design a new detection and prevention 

system for malicious users, which will help to 

improve recommendation performance. 
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            Fig 1 System Overview 

 

PROPOSED MODELLING 
In this section we present our new design similarity 

measures, collaborative filtering, and malicious user 

detection and prevention approach. Given 

recommendation system that contains M users and N 

items (Books), we obtain an M × N user-item matrix, in 

which entry 𝑟𝑚,𝑛 denotes the rating of item n given by 

user m. If entry 𝑟𝑚,𝑛 is empty, then 𝑟𝑚,𝑛 = Ø, denoting 

that the item n has never been rated by user m before. 

 

 NPC Similarity Measures: 

 

As shown in Fig. 2, Let us consider a user-item 

matrix.In this there are 5 users(𝑢1 to 𝑢5) and 5 items (𝑖1 

to 𝑖5) where 5 and 1 are highest and lowest rating 

respectively. 

 

User / 

Items 

𝑖1 𝑖2 𝑖3 𝑖4 𝑖5 

𝑢1 1 2 3 4 5 

𝑢2 2 2 3 4  

𝑢3 3 2  4  

𝑢4 1 1 1 1 1 

𝑢5 5 5 5 5 5 

 

  Fig. 2 Motivating Example 

 

After computing similarity we get result, 𝑢1  is more 

similar to 𝑢2 than 𝑢3. But as shown in Fig.2, 𝑢1 is 

actually less similar to 𝑢2 than 𝑢3. Because the rating of 

𝑢2 and  𝑢3 both are between 2 and 4 and the rating of  

𝑢1 is between 1 and 5. So from that we could say that 

PCC does not properly handle the rating difference 

between users. 

 

By Applying NR similarity measure we get result, for 

computing similarity between 𝑢4 and 𝑢5  the equation 

(2) fail to work. Because if 𝑟𝑢𝑚𝑎𝑥 =  𝑟𝑢𝑚𝑖𝑛 then 

denominator goes to 0 and we cannot divide by 0. In 

matrix user 𝑢4 having 𝑟𝑢𝑚𝑎𝑥 = 1 and   𝑟𝑢𝑚𝑖𝑛 = 1, so as 

for user 𝑢5 having  𝑟𝑣𝑚𝑎𝑥 = 5 and  𝑟𝑣𝑚𝑖𝑛 =5. To 

overcome these drawbacks, we propose new similarity 

measure approach i.e NPC. In our approach to measure 

the similarity between users, we first normalize each 

row of the original user-item matrix T by the  highest 

and lowest rating of the same row,So that each row 

vary between 0 to 1. 

 

User / 

Items 

𝑖1 𝑖2 𝑖3 𝑖4 𝑖5 

𝑢1 0 0.25 0.50 0.75 1 

𝑢2 0 0 0.50 1  

𝑢3 0.50 0  1  

𝑢4 ∞ ∞ ∞ ∞ ∞ 

𝑢5 ∞ ∞ ∞ ∞ ∞ 

 

                            Fig. 3 Normalize Matrix for User 

The NPC can be employed to measure similarity 

between two users u and v by, 

 

𝑆𝑖𝑚(𝑢, 𝑣) =   

{
  
 

  
 

∑ (𝑟𝑢,𝑖−�̅�𝑢)(𝑟𝑣,𝑖−�̅�𝑣)𝑖𝜖𝐼

√∑ (𝑟𝑢,𝑖−�̅�𝑢)
2

𝑖𝜖𝐼 √∑ (𝑟𝑣,𝑖−�̅�𝑣)
2

𝑖𝜖𝐼

1 −
√∑ (

𝑟𝑢,𝑖−𝑟𝑢𝑚𝑖𝑛
𝑟𝑢𝑚𝑎𝑥−𝑟𝑢𝑚𝑖𝑛

− 
𝑟𝑣,𝑖−𝑟𝑣𝑚𝑖𝑛

𝑟𝑣𝑚𝑎𝑥−𝑟𝑣𝑚𝑖𝑛
)2𝑖𝜖𝐼

√|𝐼|

        (1) 

Where I = 𝐼𝑢∩ 𝐼𝑣 is the set of items rated by users u 

and v, 𝑟𝑢,𝑖 is the rating of item i given by user u, �̅�𝑢 

denotes average rating of user u on items in I. 

Where I = 𝐼𝑢∩ 𝐼𝑣 is the set of items rated by users u 

and v. |𝐼| is the number of items, 𝑟𝑢,𝑖 is the rating 

of item i from user u. 𝑟𝑢𝑚𝑎𝑥 and 𝑟𝑢𝑚𝑖𝑛 are the 

highest and lowest rating given by user u 

respectively. 𝑟𝑣𝑚𝑎𝑥 and 𝑟𝑣𝑚𝑖𝑛 are the higest and 

lowest rating given by user v respectively.The PCC 

value ranges between -1 to 1. The NR value ranges 

between 0 to 1. So we map the -1 to 1 range into 0 

to 1 range. So the NPC value ranges between 0 to 

1. If  𝑆𝑖𝑚(𝑢, 𝑣) = 0 then two users are dissimilar. If 

𝑆𝑖𝑚(𝑢, 𝑣) = 1 then two users are similar. 
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In our approach to measure the similarity between 

items, we first normalize each column of the 

original user-item matrix T by the highest and 

lowest rating of the same column, So that each 

column vary between 0 to 1. 

 

 

User / 

Items 

𝑖1 𝑖2 𝑖3 𝑖4 𝑖5 

𝑢1 0 0.25 0.50 0.75 1 

𝑢2 0.25 0.25 0.50 0.75  

𝑢3 0.50 0.25  0.75  

𝑢4 0 0 0 0 0 

𝑢5 1 1 1 1 1 

 

                 Fig. 4 Normalize Matrix for Item 

The NPC can be employed to measure similarity 

between two items i and j by, 

 

𝑆𝑖𝑚(𝑖, 𝑗) =   

{
 
 
 

 
 
 

∑ (𝑟𝑢,𝑖−�̅�𝑖)(𝑟𝑢,𝑗−�̅�𝑗)𝑢𝜖𝑈

√∑ (𝑟𝑢,𝑖−�̅�𝑖)
2

𝑢𝜖𝑈 √∑ (𝑟𝑢,𝑗−�̅�𝑗)
2

𝑢𝜖𝑈

1 −

√∑ (
𝑟𝑢,𝑖−𝑟𝑖𝑚𝑖𝑛

𝑟𝑖𝑚𝑎𝑥−𝑟𝑖𝑚𝑖𝑛
− 

𝑟𝑣,𝑖−𝑟𝑗𝑚𝑖𝑛

𝑟𝑗𝑚𝑎𝑥−𝑟𝑗𝑚𝑖𝑛
)2𝑢𝜖𝑈

√|𝑈|

         (2) 

 

 Where U = 𝑈𝑖∩ 𝑈𝑗 is the group of users who rated both 

items i and j, 𝑟𝑢,𝑖 is the rating of item i given by user u, 

�̅�𝑢 denotes average rating of user u on items in I. Where 

U = 𝑈𝑖∩ 𝑈𝑗 is the set of users who rated both items i 

and j. |𝑈| is the number of users, 𝑟𝑢,𝑖 is the rating of 

item i from user u. 𝑟𝑖𝑚𝑎𝑥 and 𝑟𝑖𝑚𝑖𝑛 are the highest and 

lowest rating of item i respectively. 𝑟𝑗𝑚𝑎𝑥 and 𝑟𝑗𝑚𝑖𝑛 are 

the highest and lowest rating of item j  respectively. The 

PCC value ranges between -1 to 1. The NR value 

ranges between 0 to 1. So we map the -1 to 1 range into 

0 to 1 range.So the NPC value ranges between 0 to 1. If 

 𝑆𝑖𝑚(𝑖, 𝑗) = 0 then two items are dissimilar. If 𝑆𝑖𝑚(𝑖, 𝑗) 
= 1 then two items are similar.When PCC fails we use 

the NR approach and when NR fails we use difference 

technique as explain below. 

As shown in Fig.3 for user 𝑢4 and 𝑢5 having normalize 

value as ∞. It means that their rating of  𝑟𝑢𝑚𝑎𝑥 =  𝑟𝑢𝑚𝑖𝑛. 

For these kinds of situations we have decided that to 

take the differences of their rating. When the difference 

is less then the similarity is greater i.e users are 

similar.If difference is more the simlarity is less i.e 

users are dissimilar. After getting similar user and item 

we from a cluster i.e similar user cluster and similar 

item cluster using k-nearest neighbor clustering method 

.NPC Collaborative Filtering: 

Based on our NPC similarity measurement approach, 

we propose an innovative collaborative filtering 

method, NPC collaborative filtering (NPCCF). For 

prediciting the unknown rating �̂�𝑢,𝑖 of user u on item i, 

we propose our user-based NPCCF as follows: 

 

�̂�𝑢,𝑖
= 𝑟𝑢𝑚𝑖𝑛

+ (𝑟𝑢𝑚𝑎𝑥 − 𝑟𝑢𝑚𝑖𝑛)
∑ 𝑆𝑖𝑚(𝑢, 𝑢′) × 𝑛𝑟𝑢′,𝑖𝑢′𝜖𝑈

∑ 𝑆𝑖𝑚(𝑢, 𝑢′)𝑢′𝜖𝑈
 (3) 

 

 

Here 𝑆𝑖𝑚(𝑢, 𝑢′) can be computed by (1) where U are 

set of similar users to user u, who have rated item i, 

𝑛𝑟𝑢′,𝑖 is the rating of item i from user 𝑢′. 

 

In item-based rating prediction, we define item-based 

NPCCF formula as 

�̂�𝑢,𝑖 = 𝑟𝑖𝑚𝑖𝑛 + (𝑟𝑖𝑚𝑎𝑥

− 𝑟𝑖𝑚𝑖𝑛)
∑ 𝑆𝑖𝑚(𝑖, 𝑖′) × 𝑛𝑟𝑢,𝑖′𝑖′𝜖𝐼

∑ 𝑆𝑖𝑚(𝑖, 𝑖′)𝑖′𝜖𝐼
   (4) 

 

Here 𝑆𝑖𝑚(𝑖, 𝑖′) can be computed by (2) where I are set 

of similar items to item i, who have rated by user u, 

𝑛𝑟𝑢,𝑖′ is the rating of item 𝑖′ from user u. 

To use both user-based and item-based prediction at 

same time, we create a combination of these formulas 

as below: 

 

�̂�𝑢,𝑖 = 𝜆 × (𝑟𝑢𝑚𝑖𝑛 + (𝑟𝑢𝑚𝑎𝑥 −

𝑟𝑢𝑚𝑖𝑛)
∑ 𝑆𝑖𝑚(𝑢,𝑢′)×𝑛𝑟

𝑢′,𝑖𝑢′𝜖𝑈

∑ 𝑆𝑖𝑚(𝑢,𝑢′)𝑢′𝜖𝑈

) 

       +(1-𝜆) × (𝑟𝑖𝑚𝑖𝑛 + (𝑟𝑖𝑚𝑎𝑥 −

𝑟𝑖𝑚𝑖𝑛)
∑ 𝑆𝑖𝑚(𝑖,𝑖′)×𝑛𝑟

𝑢,𝑖′𝑖𝜖𝐼

∑ 𝑆𝑖𝑚(𝑖,𝑖)𝑖𝜖𝐼
)   (5) 

 

Malicious Rating Detection: 

 

This section focuses on the application of The 

Exponentially Weighted Moving Average (EWMA) to 
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detect and handle the malicious feedback rating as 

follows: 

 

   𝐸𝑊𝑀𝐴𝑡 = λ𝑌𝑡 (1+ λ) 𝐸𝑊𝑀𝐴𝑡−1 for t=1,2,3,......n          

(6) 

 

Where  𝐸𝑊𝑀𝐴0 is the target rating.It is calculated by 

taking average of all rating given by user u to items i. 𝑌𝑡 

is rating given by user u.n is number of items to be 

monitored including 𝐸𝑊𝑀𝐴0.  λ is vary between 0 to 1. 

The estimated variance of the EWMA is 

                                            𝑠𝑒𝑤𝑚𝑎
2 = 

𝜆

2−𝜆
𝑠2                            

(7) 

 

Where s is the standard deviation calculated from given 

data.t is not small.The center line is the target value or 

𝐸𝑊𝑀𝐴0.The lower and upper limites are: 

  UCL = 𝐸𝑊𝑀𝐴0 + 𝑘𝑠𝑒𝑤𝑚𝑎                     

(8) 

  LCL = 𝐸𝑊𝑀𝐴0 - 𝑘𝑠𝑒𝑤𝑚𝑎                      

(9) 

Where λ is set as 1 and factor k is set as 3.First using 

equation (10) we have to calculate the actual plotting 

point according to given data. Then we have to 

calculate upper and lower limits of ratings. if the plotted 

points are lies between the UCL and LCL the they are 

consider as true rating.if they are beyond the UCL and 

below the LCL then they are consider as malicious or 

false or fake ratings.from that we can detect the 

malicious ratings. 

Malicious Rating Prevention: 

In this section, we prevent malicious feedback rating 

for that we propose malicious feedback rating 

prevention scheme. 

To gain true rating we must do rating adjustment. In 

this the users which are partially malicious are 

considered and their malicious rating is to be adjusted. 

For this we have to get the similar users of that 

malicious user that we can get by computing equation 

(5).  Now we have to pick up the similar users cluster 

from user cluster. To adjust feedback rating of user a 

according to the feedback rating of other similar users 

with the following: 

�̂�𝑎,𝑖 = ∑
𝑆𝑘(𝑎, 𝑢)

∑ 𝑆𝑘(𝑎, 𝑢)𝑢𝜖𝑆(𝑎)

𝑢∈𝑆(𝑎)

×  𝑟𝑢,𝑖          (10) 

 

Where 𝑆𝑘 is the set of similar users. 𝑆𝑘 = 

{ 𝑆1
𝑘, 𝑆2

𝑘………𝑆𝑙
𝑘  } which contains l  items userd by 

the K users. 𝑆𝑘(𝑎, 𝑢) is the similarity value of  user a 

and user u. �̂�𝑎,𝑖 is the adjusted feedback rating of i-th 

rated item from user a, 𝑟𝑢,𝑖 is the rating of item i rated 

by user u.  

In this prevention scheme we does not consider the all 

rating given by total malicious user.These rating are 

totally discarded from system so that we can get true 

value of that particular items. 

RESULTS AND DISCUSSION 
Experiment Setup: 

The experiment is conducted on book dataset. For this 

experiment we use the LensKits books dataset.In this 

dataset they provided the users,rating,isbn number,book 

title,year of publication,image url,book author. 

Evaluation Metric: 

To evaluate the rating prediction accuracy, we use the 

mean absolute error (MAE). The MAE is the average 

absolute deviation of predictions to the ground true 

rating.The MAE is define as 

𝑀𝐴𝐸 =
∑ |𝑟𝑢,𝑖 − �̂�𝑢,𝑖|𝑢,𝑖

𝑁
                   (11) 

Where �̂�𝑢,𝑖 denotes the predicted rating of item i for 

user u. N denotes the total numbers of predicted 

ratings. 𝑟𝑢,𝑖 Denotes the actual or true rating of item i 

rated by user u. The Smaller values indicate better 

prediction accuracy. 

Performance Comparison of Similarity Measures: 

To show performance effectiveness of our NPC 

similarity measures, we compare it with two other 

similarity measures i.e PCC and NR. We combined 

PCC, NR and NPC with the formula shown in (5) for 

missing rating prediction. In this experiment we vary 

value of λ from 0.1 to 1 with step value of 0.1 Table 1 

shows the prediction accuracy of different similarity 

measures. From Table 1 we can see that the best MAE 

of PCC, NR and NPC are 3.6303, 3.4946, and 3.4314 
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respectively. Compared with other approaches our 

approach significantly improves the prediction 

accuracy. The Fig. 5 shows MAE performance. Where 

X-axis shows λ values and Y-axis shows MAE values. 

Table 1. MAE Performance Comparison of Different 

Similarity Measures (Smaller Value Measn Better 

Performance) 

 

 

                          Fig. 5 MAE Performance 

Detection of Malicious Users: 

There are three types of users 

 

True User: 

 

The user which gives all the rating within the UCL and 

LCL. Which are true ratings. The Fig. 6 shows True 

User. In this X-axis shows the number of items rated by 

that user. Y-axis shows rating.As we see all rating 

given by user is lies between LCL i.e Lower Control 

Limit and UCL i.e Upper Control Limit. 

 

 

                                   Fig. 6 True User 

Partially Malicious User:  

The partially malicious user and total malicious user are 

decided on the bases of how many number of malicious 

rating and number of true rating given by user. The Fig. 

7 shows partially malicious user. In this the numbers of 

true ratings i.e within LCL and UCL are 11 and 

malicious rating i.e Above UCL or Below LCL are 9. 

So 11 > 9 it means that this user is partially malicious 

user. For this kind of users we adjusted the malicious 

rating and consider it into further calculations.

 

                       Fig. 7 Partially Malicious User 

Total Malicious User: 

The user which gives all or most of his ratings below 

LCL or Above UCL indicate its Total malicious user. 

Fig 8 shows Total malicious user. In this user rated only 

one true rating and rest of ratings are malicious. It 

means that number of true rating < number of malicious 

rating. It means that this user is total malicious user. For 

this kind of user we completely discard all its rating 

from calculations. It means that block that malicious 

user. So that, we can gain true rating of items. 

 

  

              Fig. 8 Total Malicious User 
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CONCLUSION 
In this paper, we propose a NPCCF approach to address 

problem of item recommendation. This approach finds 

similar user and items more accurately and leads to 

better rating prediction accuracy. The proposed 

malicious feedback rating detection and prevention 

approach improves the item recommendation process 

by excluding malicious rating and gaining true rating of 

that item. 
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